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Exercise Set 7

If you want to hand in your solutions for this problem set, please send them wvia email to
rlehming@uni-bonn.de by Monday evening. Of course, submitting solutions in groups is also
possible.

If you would like to present one of the solutions in class, please also send an email to
rlehming@uni-bonn.de stating which task you would like to present in which of the tu-
torials. Deadline for the email is Monday, 10:00 pm. Please note that the tasks will be
allocated on a first-come-first-serve basis, so sending this email earlier than Monday evening
is highly recommended.

Exercise 1: (144 Points)
Consider the Pandora’s Box problem from Lecture 12 but this time we are allowed to keep
up to /¢ prizes instead of only one.

a) Define the fair-cap policy for this problem.

b) Show that the fair-cap policy is optimal.

Exercise 2: (3+4 Points)
In order to generalize the Pandora’s Box setup from the lecture, suppose we would like to
match people i € [n] to boxes j € [m] (each person can take at most one prize home). We
know that person 7’s value v;; for the prize in box j is independently drawn from a distribu-
tion D;;, but it costs ¢;; to inspect the exact value of the box v;;. Consider A;;, I;;, 0ij, Kij
and b;; to be the corresponding generalizations of the variables introduced in the lecture.

(a) Show that for any policy , the expected value is given by

V(r) = ZE [Aijriy — (1ij — Aij)bij)

(b) Consider the following generalized policy: Inspect the value of person i for item j v;;
in decreasing order of caps o0;;. Every time, the highest observed value so far exceeds
the largest remaining cap, i.e.

Vg je = max Vi > max Tijs
inspected (4,7) not inspected (4,5)



we irrevocably match person ¢* to box 7* and remove all incident edges to ¢* and j*
from the graph.

Show that this policy achieves a value which is at least half the value of the optimal
policy.

You can use without a proof that the greedy algorithm for bipartite matching which
adds edges in decreasing order of weights to the matching achieves at least half of the
optimal max-weighted matching in any bipartite graph.

Exercise 3: (344 Points)
We extend the problem of opening boxes from Lecture 13. We are still allowed to open k
boxes, but now, we may keep up to ¢ prizes instead of only one.

(a) Derive a linear program such that the expected reward of any adaptive policy is upper-
bounded by the value of the optimal LP solution. Give a proof.

(b) Show that the adaptivity gap is still at most 8.



