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Aufgrund von Christi Himmelfahrt entfallen am kommenden Donnerstag, 26. Mai, die Vor-
lesung und die Tutorien. Dieses Ubungsblatt kann daher bis Mittwoch, 1. Juni, abgegeben
werden und wird in den Tutorien am 2. Juni besprochen. Ubungsblatt 8 erscheint ebenfalls
am 2. Juni.

Aufgabe 1: (342 Punkte)
Sei X =R, F =R3und ¢: X — F mit ¢(x) = (1, z,2?). Betrachten Sie die Hypothesen-
klassen Hy = {hape | a,b € R,c € {—1,+1}}, Ho = {hw | w € R3}, wobei

3 >
() = {c fllscefed] o, {+1 falls (w, (z)) > 0

—c sonst —1 sonst

(a) Zeigen Sie, dass H; C Ha.
(b) Zeigen Sie, dass Hi 2 Ha.

Aufgabe 2: (3+2 Punkte)
Sei X = R? F =R3 und ¢: X — F mit ¢(x1,72) = (21,79, 7% + 13). Betrachten Sie die
Hypothesenklassen Hy = {hp, | p € R*:,r € R, > 0} und Hy = {hwu | w € R* u € R}
wobei

o (x) = +1  falls [[x —p| <r i () = +1  falls (w,¢(x)) > u
—1 sonst ' —1  sonst

(a) Zeigen Sie, dass H; C Ho.
(b) Zeigen Sie, dass H; 2 Ho.

Aufgabe 3: (342 Punkte)
Seien ¢: X — F eine Einbettung und f(w) = Alw||? + L 37" max{0,1 — y;(w,1(x;))}
die Soft-SVM-Zielfunktion auf (¢¥(x1),41), ..., (¥(Xm), Ym). Betrachten wir nun f:R™ 5 R
definiert iiber f(aq,...,am) = F(O27, aub(x)).

(a) Zeigen Sie, dass f konvex ist. Sie diirfen ohne Beweis nutzen, dass f konvex ist.

(b) Driicken Sie f (a1, ...,q,) in Abhéngigkeit der zu 1 zugehorigen Kernel-Funktion
K: X x X — R aus, entfernen Sie dabei alle Vorkommen von 1(x;).



Aufgabe 4: (342 Punkte)
Sei S eine Menge von m Datenpunkten mit Labels (x1,y1),..., (Zm, Ym), v; € X = R,
y; € {—1,+1}; x; # x; fiir ¢ # j. Wir betrachten nun die polynomielle Einbettung von X = R
in I = R mit ¢(z) = (1,2,2%,...,2%). Die Menge S wird von einem linearen Klassifikator
hw in F' korrekt klassifiziert, wenn hy (¢(z;)) = y; fir alle i, wobei hy(¢(z;)) = 1, falls
(w,¥(x;)) >0, —1 sonst.

(a) Zeigen Sie fiir m = k + 1, dass es einen linearen Klassifikator gibt der S korrekt klassifi-
ziert.

(b) Finden Sie fiir m = k + 2 eine Menge S, sodass kein linearer Klassifikator S korrekt
klassifziert.

Tipp: (a) Polynominterpolation.



