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Aufgabe 1: (3+3 Punkte)
Sei ‘H eine Hypothesenklasse mit Grundmenge X'. Das heift, H ist eine Menge von Funk-
tionen der Form h: X — {—1,+1}. Zeigen Sie, dass eine endliche Grundmenge X die PAC-
Lernbarkeit von H impliziert.

(a) Betrachten Sie den realisierbaren Fall.

(b) Betrachten Sie den nicht-realisierbaren Fall.

Aufgabe 2: (3+3 Punkte)
Wir betrachten wieder die Hypothesenklasse H der Schwellenwertfunktionen. Betrachten
Sie die folgenden Verteilungen D iiber Paare (z,y), wobei x € R ein Datenpunkt ist und
y € {—1,41} das zugehorige Label. Bestimmen Sie jeweils ein Hypothese h € H, die den
tatséchlichen Fehler errp(h) minimiert, und beweisen Sie Ihre Behauptung.

(a) Betrachte die Dichtefunktion g(z) = e fiir z > 0 und g(z) = 0 fiir z < 0. Ziehe x aus
g und setze y = 1, falls = € [a,b], fir a > 0 und b > a + 1, sonst y = —1.

(b) Ziehe x uniform zufillig aus [—2,2]. Bestimme anschlieend y wie folgt: Wenn z < 0,
setze y = —1; wenn = > 1, setze y = +1; anderenfalls setze y = +1 mit Wahrschein-
lichkeit 2% und y = —1 mit Wahrscheinlichkeit 1 — 2.

Aufgabe 3: (444 Punkte)
Sei H die Menge aller Funktionen h: R — {—1,+1} der Form

+1 falls z > a
(2) ha(a) = { 1
—1 sonst
+1 falls = € [a, ]

—1 sonst

(b) ha,b(x) = {

Entwerfen Sie jeweils einen Lernalgorithmus fiir das Lernen der Hypothesenklasse H im nicht-
realisierbaren Fall. Ihr Lernalgorithmus sollte den Trainingsfehler minimieren und méglichst
effizient sein. Nehmen Sie an, der Lernalgorithmus bekommt als Eingabe ein Sample S =
{(z1,91),- -, (Tm, Ym)}. Analysieren Sie die Laufzeit in Abhéngigkeit von m.



