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Aufgabe 1:

Wir betrachten eine Menge von Datenpunkte in R mit Labels S = {(z1,y1), .., (Zm, Ym)} C
R x {—1,1}. Konstruieren Sie eine Hypothese h* als Linearkombination von Schwellenwert-
funktionen, sodass h*(z;) = y; fiir alle i. Sie diirfen dabei annehmen, dass S keine zwei Punkte
enthélt mit x; = z; und y; # y;. Es sind auch negative Koeffizienten in der Linearkombination
erlaubt.

Aufgabe 2:
Sei S eine Menge von m Datenpunkt-/Label-Paaren (X1, v1), - . ., (Xm, Ym), wobel X; = (251, %i2) €
R? und

” {—H falls ;; > 0 und x;2 > 0

—1 sonst

Zeigen Sie, dass es fiir jede solche Menge S einen linearen Klassifikator hy,, (w € R* u € R,
hwu(z) = 1, falls (w,2) > u, -1 sonst) gibt mit errg(hw,) < 3. Beachten Sie, dass fiir w
auch der Nullvektor zugelassen ist.



