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Aufgabe 1:
Sei f : R3 → R mit f(x, y, z) = 4x2 + 6y6 + y4 + z. Bestimmen Sie den Gradienten ∇f .

Aufgabe 2:
Sei für ein a ∈ R die Funktion fa : R→ R definiert als

fa(x) =

{
+1 falls x ≥ a

−1 sonst

Zeigen Sie, dass die Schwellenwertfunktion nicht konvex ist.

Aufgabe 3:
Betrachten Sie die konvexe Funktion f(x) = (x− a)2 für ein a > 0 und zeigen Sie, dass der
Algorithmus Gradient Descent für η ≥ 1 nicht gegen a konvergiert.
Tipp: Betrachten Sie zuerst das Verhalten für η = 1.


