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Aufgabe 1:
Sei X eine nicht-negative, reelle Zufallsvariable und t > 0. Zeigen Sie, dass

Pr [X ≥ t] ≤ 1

t
E [X] gilt.

Aufgabe 2:
Es sei D eine diskrete Wahrscheinlichkeitsverteilung auf einer endlichen Menge. Es gibt also
a1, . . . , an, sodass Prx∼D [x = ai] = pi und

∑n
i=1 pi = 1.

Zeigen Sie, dass die folgenden zwei Wege, eine Menge S und S ′ zu erzeugen, äquivalent sind.

1. S ist eine Menge von m zufällig und unabhängig aus D gezogenen Samples. S ′ ist eine
Menge von m zufällig und unabhängig aus D gezogenen Samples.

2. Es seien X1, . . . , X2m unabhängige, identisch verteilte Züge aus D. Nun ziehe m mal
zufällig gleichverteilt ohne Zurücklegen aus diesen Zügen und nenne das Ergebnis S.
Die Menge S ′ umfasst alle verbleibenden Elemente.


