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1 Last Lecture

Let us first summarize what we have seen in the last lecture. We consider an online learning
setting, in which our algorithm has n choices in each step, each choice corresponds to an expert.
First an adversary chooses a sequence of cost vectors ¢, ... ¢(T), Then, in step ¢, the
algorithm first chooses one of the n experts (possibly in a randomized way), which we call ;.
Then the algorithm gets to know the entire vector ().
If Egt) € [0, p], we showed that Multiplicative Weights (MW) is a randomized algorithm (with
parameter 1) that guarantees
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By setting n = lnT” we get
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The quantity Regret(T) =E [ ;‘F:l Eg)} — min; Z’le ﬁz(»t) is called the (external) regret on the

sequence. Multiplicative Weights guarantees that the regret is always bounded by 2pvT Inn.
An algorithm that guarantees Regret(T) = o(T) is called no regret because asymptotically
the algorithm does as well as the best expert.

2 Today: Partial Feedback (Adversarial Multi-Armed Bandits)

Today, we consider again the setting that we can choose between n actions in every step. An
adversary determines the sequence of cost vectors (@ M) in advance and it is unknown to
the algorithm. We assume that KZ(-t) € [0,1] for all ¢ and t.

In step t, the algorithm chooses one of the n actions at random by defining probabilities
pg ) Yo p,(f ). The algorithm’s choice in step ¢ is denoted by I;. The algorithm gets to know Eg).
The other entries of the cost vector remain unknown.

In practice often the cost or reward of alternative actions are not revealed. For example, if
we run a news website, we might want to choose article headlines so as to maximize the number
of clicks or shares. For each user that arrives, we can only try out one particular choice and we
do not get to know how others would have performed.

Again, we are interested in a no-regret algorithm, that is the algorithm should ensure that
for all sequences ¢V . .. AT the regret
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grows sublinearly, that is, Regret™) = o(T).
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3 A Black-Box Transformation

We will now get to know a black-box transformation to solve the bandits setting with an
algorithm for the experts setting. The idea is as follows: We run an experts algorithm like
Multiplicative Weights and we only give it the feedback that we have in an ingenious way.
Suppose we are in round ¢ and the algorithm chooses to play expert ¢ with probability pgt). We
do the same and get to know Eg). The values Egt) for i # I; are unknown to us.

The question is what feedback to return to the expert algorithm. Ideally we would want to

set 6 / Py, ) and lz(t) = 0 for i # I; and tell the experts algorithm that the feedback was
0, ThlS makes sense because E [ggt)} (t t)/ , S0 in expectation the feedback is
just right.

There is one thing, we have to be careful about: pgt) can be arbitrarily small, so th) is

unbounded. Our algorithm, however, only works on cost vectors between 0 and p. Therefore,

(*)

we will increase p;” by a small additive term to keep the numbers bounded. Our overall

algorithm now looks as follows.
In step t:

e Get probability vector p{) from experts algorithm.
¢ t
e Set qg):(l—w)pg)+%.

e Choose I; based on ¢(*).

e Return f /q and E ® — 0 for i = I to the experts algorithm with p = %

Note that, by our assumption EZ(-t) € [0,1], it is guaranteed that lz(»t) € [0, p] for p = %

Theorem 17.1. When using Multiplicative Weights as the experts algorithm, the bandits algo-
rithm guarantees that for any sequence (V... ¢((T)
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Proof. Let us first fix a choice of I, . .., Ir. This fixes the sequence /(1) ..., /() that is given to
Multiplicative Weights. What would Multiplicative Weights do on this sequence? It computes
probability vectors p), ..., p(T). These vectors have the property that
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As we set q( ) =(1 ’y)pz(t) + 2, we also have
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So far, we kept I1,...,Ir fixed. It is important to remark at this point that only our
algorithm produces this “fake” sequence during the run and we tried out what Multiplicative
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Weights would do on the sequence. In the next step, we take the expectation over I, ..., Ir on
both sides.
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Note that E {mini Zthl lz(t)} < min; Zt 1 [[7( )] So, by linearity of expectation
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This inequality still talks about the fake sequence ¢V, ... ¢(T) but we actually want to talk
about the real sequence ¢ ... ¢(T),

For the term E [lz(t)] on the right-hand side, this is pretty easy. Let us fix Iy = i1,...,[;_1 =
ir_1 arbitrarily. This fixes ¢ and Pr Iy =il|6L,...,I;_1] = qgt). So

E |:Z£t) ‘ Il = il, N ,[t—l = it—l] = qgt) . Egt)/qz(t) = fl(t)

for any choices of i1,...,7_1. So, also
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Furthermore, 7, 3" | E {git)} =)D ﬁgt) <nT.

For the term E [qgt)lz(-t)} on the left-hand side, we have to be a bit more careful because both

() t)

q; ~ and ggt) are random variables, which are correlated in a complicated way. (We defined lz(
based on q§t).) Again, we fix Iy, ..., I;_1 arbitrarily and, this way, qgt)

So, we now get

is not random anymore.
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Now, take the expectation over I,..., ;1. Fortunately, ¢

, is not random, therefore
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So, we also have
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The bound in Theorem 17.1 depends on 7. Note that v can be thought of balancing off
exploration and exploitation. If we set v to 0, then once an action has turned out to be bad it
will rarely be chosen in the future because it is always reported to have high cost. If we set v
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to 1, then we ignore the history when making our decision. The parameter + has to be chosen
carefully so that actions still have a chance to recover (meaning that we explore) but we keep
choosing the actions that turned out to be good so far.

If we set v =n= 1/ "1}1”, then Theorem 17.1 gives us
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So the regret is bounded by 3(nlnn)Y/3T2/3. As a matter of fact, the same algorithm with
different choice of 7 and v and only a more careful, but more complex analysis also gives a regret
bound of O(v/Tnlogn). Remember that for the experts setting, the bound was O(v/T logn).



