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Aufgabe 1: (5 Punkte)
Sei S' = {x € R? | ||x]| = 1}. Betrachten Sie die Klasse F von Funktionen f, : S! — Z
definiert durch ein u € S' als f,,(x) = sign (u, x). Betrachten Sie die folgende Wahrscheinlich-
keitsverteilung iiber F. Wir wéhlen einen Parameter 6 gleichverteilt in [0, 27) und geben f,
mit u = (cos(6),sin(d)) zuriick. Sei d : S* x S' — R eine Abstandsfunktion definiert durch
d(x,y) = cos™! (x,y). Zeigen Sie, dass «, 3,7 und R existieren mit r = Rund 1 < a < 3 < 1,
sodass die Klasse F (7, R, «, )-lokalitétssensitiv beziiglich der Abstandsfunktion d(-,-) und
der betrachteten Verteilung ist.

Aufgabe 2: (342 Punkte)
Sei wieder S! = {x € R? | ||x|| = 1}. Untersuchen Sie folgenden Abstandsfunktionen d :
S' x S' — Ry beziiglich ihrer metrischen Eigenschaften. Zeigen Sie entweder, dass die
Abstandsfunktion eine Metrik ist, oder geben Sie ein Beispiel das zeigt, dass mindestens eine
der Eigenschaften einer Metrik verletzt wird.

(a) d(x,y) = cos™" (x,y)
(b) dx,y) =1—(x,y)

Aufgabe 3: (5 Punkte)
Sei S = {x1,...,%X,} € R% Zeigen Sie, dass die Zielfunktion

o(c) =D Ihxi —cf?
=1

fir c = > " x; minimiert wird.

Aufgabe 4: (3+2 Punkte)
Zeigen Sie, dass Lloyds Algorithmus terminiert.

(a) Zeigen Sie, dass der Wert der Zielfunktion in jedem Schritt, in dem der Algorithmus
nicht terminiert, kleiner wird.

(b) Argumentieren Sie mithilfe (a), dass der Algorithmus nach spatestens & Durchlédufen
der dufleren Schleife terminiert.



