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Aufgabe 1: (4 Punkte)
Betrachten Sie einen zufalligen Wiirfelwurf mit 3 Wiirfeln. Nehmen Sie an, dass jeder einzelne
Wiirfel gleichverteilt eine Zahl zwischen 1 und 6 liefert und dass die Wiirfel statistisch un-
abhéngig voneinander sind. Was ist die Wahrscheinlichkeit, dass der Wurf genau zwei gleiche
Zahlen enthélt?

Aufgabe 2: (4 Punkte)
Zwei Punktmengen im R? sind durch eine Gerade separierbar, wenn alle Punkte der einen
Menge unterhalb der Gerade liegen und alle Punkte der anderen Menge oberhalb der Geraden
liegen. Gleiches gilt in Bezug auf Ebenen im R3.

1. Geben Sie ein Beispiel zweier disjunkter Punktmengen P C R? und Q C R?, die nicht
durch eine Gerade separierbar sind.

2. Geben Sie ein Beispiel zweier disjunkter Punktmengen P C R3 und @ C R3, die nicht
durch eine Ebene separierbar sind.

Begriinden Sie Thre Antworten. Kann in einem IThrer Beispiele ein Punkt entfernt werden,
ohne dass das Beispiel separierbar wird?

Aufgabe 3: (10 Punkte)
Betrachten Sie den Hypothesenraum H, in der jede Funktion h,p: R — {—1,+1} durch ein
offenes Intervall (a,b) definiert ist und h, () = 1 genau dann wenn z € (a, b). Fiir den Fall,
dass a = b, definieren wir, dass (a, b) = ) gilt. Betrachten Sie den folgenden Lernalgorithmus.

1. Falls das Sample S kein Element (z;,y;) mit y; = 1 enthélt, gibt der Lernalgorithmus
die konstante Funktion z — —1 fiir all x € R zuriick.

2. Fir ein Sample {(z1,v1),..., (Tm,ym)} gibt der Lernalgorithmus die Funktion hg p

zuriick, die wie folgt definiert ist. Der Wert ' ist das grofite x;, sodass y; = —1 und
x; < x; fiir ein y; = 1. Falls dieses nicht existiert, ist a’ = —oo. Der Wert ' ist das
kleinste x;, sodass y; = —1 und x; > z; fiir ein y; = 1. Falls dieses nicht existiert, ist
b = oco.

Beweisen Sie, dass dieser Algorithmus die PAC-Lernbarkeit nachweist. Sie konnen dazu den
Beweis aus der Vorlesung modifizieren und gegebenenfalls erweitern.

Aufgabe 4: (2 Punkte)
Sei fiir eine Hypothese h: R — {—1,+1}, h(z) = 1 genau dann wenn z € [2,4]. Berechnen Sie
den tatséchlichen Fehler errp y(h) unter der Annahme, dass fiir Grundwahrheit f gilt, dass
f(z) = 1 genau dann wenn = € [1, 3] und, dass die Verteilung D durch die Dichtefunktion
g(x) = e gegeben ist.



